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Conclusion   

● Pay attention to Dataloader. It is often the bottleneck. Profile it, 
Optimize it, Boost I/O !

● For usual size model, use Data Parallelism, Tensor Core, Mixed 
Precision, Large Batch optimizations, on 1 or few nodes.

● For huge model, use dedicated library like Megatron-LM, Deepspeed, 
Colossal-AI on several nodes.


